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Doesthe Origin of the Firm Matter ? Regional Deter minants of Acquisition Strategiesin
Emerging Countries: Some Empirical Evidence from Russia

We aim at deepening the existing understandintn@fantecedents of acquisitions by emerging
market firms by providing a multi-layered analysi§ the firm, industry, and region level
determinants of acquisition behavior. Based onrmapsa of 1500 of medium-sized and large
firms in different regions of Russia, we examineawtirives firms with little prior experience or
capabilities to engage in acquisitions domesticaifigt abroad. Consistent with prior research, we
confirm that firm size, slack, and low overall irstity growth increase a firm’s likelihood to
engage in acquisitions. As novel findings we shdat tthe subnational region a firm is
embedded in — in particular its institutional cotite- plays a major role in its acquisition
behavior. We find that the level of corruption imegion is positively related with acquisition-

making. The influence of corruption as a driveragfjuisitions, however, decreases with the
strength of the rule-of-law.



INTRODUCTION

While there has been an increasing interest inattgiisitions of firms from emerging
market multinationals (e.g. Aybar & Ficici, 2009ukbi, Aulakh, Ray, Sarkar, & Chittoor, 2010;
Kumar, 2009), the interest has been mainly driveraliew of the most visible and successful
examples in the computer (Lenovo’s acquisition BMIs PC business), automobile (Tata’s
acquisition of Jaguar and Geely’s acquisition ofW®, and steel industries (Mittal’'s acquisition
of Arcelor) and the predominant focus has beenefopmance. Not only giant firms, however,
have experienced transformation — also the lesmiajiaus firms have undergone change and
grown. While many of these firms started growingaorically, as one chief executive of an
emerging-market company arguedhére comes a point when there are only so many goods a
company can produce and organic growth begins to slow. To grow, they have to become more
acquisitive” (cited by Oakley, June 7, 2011, FT.com). But st still unclear what drives
acquisition patterns in emerging markets — are gwdgly a result of firm-level characteristics
and limits to organic growth, or is the externalviemnment within which these firms are

embedded more important?

Therefore, this paper aims at providing insights ithhe drivers of the acquisition strategy
of emerging market firms. Going beyond the analg§ithe industry environment of the firm, we
highlight the role of the region firms are locat@dand in particular its institutional context.
While both formal and informal institutions defitiee rules of the game that determine economic
outcomes (North, 1994), emerging markets are aftewmacterized by formal institutional voids
(Khanna & Palepu, 1997). In these countries coioaptorms a key facet of the institutional
environment. Nevertheless, we know very little tbatvdegree corrupt practices influence a

firm’s growth strategy and whether such practicas feinction as an informal institution that can



foster acquisition making when an inadequate rulelaar would otherwise lead to high

uncertainties and undermine these market transectio

In general, scholars have tended to overlook the absubnational regions for corporate
strategy and performance consequences in emergiagtrees. Recently, Chaa al. (2010)
point out that not only the subnational region igngicant in explaining the performance of
foreign affiliates, but also that the relevancetled subnational region is stronger in emerging
countries (in their study, China) than in develomedintries (United States). Especially the
within-country variation in institutional developmecan be expected to be of importance for
business activities in general and acquisition mgkin particular. While politicians on the
national level are most often responsible for pagtws, these laws are then usually executed
locally, possibly giving municipal or regional barecrats, judges, or politicians large
discretionary power. In this respect, emerging re@rlare particularly affected since rules and

processes are less accurately codified, leavingn oo interpretation and informal rule-making.

Based on a sample of 1500 firms that cover mediasdsand large firms in different
regions of Russia over the period 2001-2008, wenaxa why and how firms with small prior
capabilities engage in acquisitions. Due to théedsht market system during the former Soviet
Union period these firms had, on average, verle latquisition experience. Also, the transition
from a planned to a market economy has led to gtamwl, up to now, persistent disparities in the
economic and institutional development within tloeitry. As a result, studying Russia provides
us with a natural setting for investigating the aopof institutions on strategy making, while
allowing for keeping all other country specificgjesuch as the national cultural or national

historical context, constant.



Similarly to Arikan and McGahan (2010), Elango apattnaik (2011), or Marquis and
Huang (2010), we therefore have a clean startingt for acquisition capability development.
However, compared to Arikan and McGahan (2010)ctvifollow the capability development of
relatively small firms in the US, or Marquis and ahg (2010) that analyze the relevance of
differences in the institutional conditions withime United States on the acquisition activity in
the banking industry, we have companies of multgifeerent sizes and industries as well as a
unique emerging market context. We therefore coute to a small, but growing parallel stream
of literature on emerging market firms’ acquisisadoy providing a multi-layered analysis of the
firm, industry, and region level determinants oéithacquisition behavior (Elango & Pattnaik,
2011, Lin, Peng, Yang, & Sun, 2009). In this litera, Linet al. (2009) show that learning and
the embeddedness in interfirm networks as antete@démcquisitions is of larger importance in
China than in the US, stressing that country ddifiees may matter for acquisition strategy
making. Also, Elango and Pattnaik (2011), usinga@e of Indian firms, examine the role of

capabilities and experience in the decision to gaga cross-border acquisitions.

While our main focus is on the relevance of theaeg context in general and corruption
in particular on the individual acquisition decisjonve differentiate, for the first time to our
knowledge, empirically the antecedents of individaaquisitions and streams of acquisitions. It
is indeed not clear whether the reasons of indalidequisitions can be generalized to motives
that lead a firm to become a serial acquirer. Thstinction is important to make, however,
because when examining the antecedents of acqusiét the level of an individual acquisition,
the motives tend to be situation or acquisitioncdpe In contrast, when examining the
antecedents of a firm’s stream of acquisitionsy tieead to be more related to the acquiring firm

itself; its ambition, strategic choices and govew® (Chatterjee & Hambrick, 2007; Wright,



Kroll, Lado, & van Ness, 2002). We also examine whdirm acquires a target firm in the same
or a different industry in its acquisition portimliand whether the acquisitions are of domestic or

cross-border nature, in order to gain deeper itsigiho acquisition making decisions.

In line with our objective of carrying out a muldiyered analysis of acquisition
antecedents we apply, as another empirical corimibua variance decomposition analysis to
estimate the relative importance of the three difie levels of analysis, the firm, industry, and
region-level, for explaining variation in acquisiti behavior. We then use, as standard in the

literature, bivariate and multinomial logit regress to test our specific hypotheses.

Consistent with prior research we find that firnzesi slack, and low overall industry
growth increase a firm’s likelihood to engage iguaisitions. As novel findings we show that the
subnational region a firm is embedded in plays gomeole in its acquisition behavior.
Corruption in a region supports acquisition behavite relevance of corruption as an informal

institutional mechanism, however, tends to decreattethe strength of the rule-of-law.

THEORY AND HYPOTHESES

Prior research on the strategies of emerging mdirkes has tended to build on four main
streams of theory development, institutional thetmgnsaction cost theory, resource-based view,
and agency theory (e.g. Hoskisson, Eden, Lau, &ri2000; Wright, Filatotchev, Hoskisson,
& Peng, 2005). Institutional theory has been thestndlmminant of these perspectives due to its
ability to explain the roles of the different irtational conditions that the emerging market firms
face in their home and host countries and how iisétutional context either helps or hinders
their international expansion (e.g. Douma, Geo®yeabir, 2006; Meyer & Nguyen, 2005;

Wright et al., 2005). Transaction cost theory hesrbused to explain whether it is more optimal



for the emerging market firms to internalize songtvities, for example, by creating business
groups, or to use a more focused strategy (Demi®kgster, & Tatoglu, 2007; Hoskisson et al.,
2000). The resource-based view can be used toiexla characteristics of the strategies of
emerging market firms based on their resource setgsositions and special capabilities that
they possess (e.g. Peng, 2001). Special resourasspabilities, e.g. efficient factories for low
cost production complemented with the availabitifylow-cost labor or an easy access to key
raw materials could provide a firm an advantageiregaother emerging market firms or
developed market firms, enabling it to successf@kpand internationally. Finally, agency
theory has been used to explain how different gwwsre characteristics of emerging market
firms may affect their behaviors. Such governarte@acteristics could relate to state-ownership

or, for example, business group structure (Dounad. e2006; Filatotchev & Wright, 2011).

Due to the unique nature of our sample, 1500 RasBims operating in the different
regions of Russia, the natural theoretical grougditso for our analyses is institutional theory
and how the different institutional characteristiéshe acquirers’ home regions can explain their
acquisition behavior. However, since we are integeg what causes a firm to engage in a series
of acquisitions and grow to become a regionallytiomally, and eventually internationally
influential firm, we also theorize how the diffeteirm and industry level determinants could
contribute to acquisition behavior. We build ougiamentation on the firm level on the resource

and capability-based views and on the industryllemehe industrial organization theory.

While the prior research that compared the acgomshehavior of emerging market firms
and developed market firms (China and the UnitedeS) demonstrated that networks, learning
and institutional development drive acquisition$edently in developed and developing markets

(Lin et al., 2009), we do not still yet know muchoat the determinants of acquisitions by



emerging market firms. We contribute to researcheomerging market firms’ acquisitions

through an analysis of the determinants of acdarsttehavior in Russian firms.

Firm-level deter minants of acquisition behavior

We use the resource-based view to explain firmtdegrminants of acquisition behavior
(Barney, 1991; Barney, 1988; Barney, Ketchen, & ghji 2011). Recognizing that there are
many studies that have already contributed to auwilertstanding of effects of firm-level
determinants of acquisition behavior (Halebliarakt 2009), we focus here only on the most
important determinants from the perspective of RusBrms. We use firm size as a proxy for all
the different types of the resources that a firm &decumulated and the amount of liquid assets as

a proxy for the financial resources available foguasitions.

Firm size. There are multiple reasons to expect firm sizeaffect the likelihood of
acquisitions (e.g. Haleblian et al., 2009; HealglePu, & Ruback, 1992). Most importantly,
larger firms differ in their resource availabilitythere is broad range of resources and
capabilities that are needed for engaging in adgisbehavior. These include knowledge, ties
to business partners, and ties to political decisiakers (Lin et al., 2009). Since large firms
have a broader stock of managerial resources grabiiies, they are also able to dedicate more
resources to acquisitions. Moreover, prior rese&iah found that the size of a firm affects its
ability to engage in politics and successfully galout among the political decision makers
(Hillman, Keim, & Schuler, 2004; Oliver & Holzinge2008). In particular in Russia, good
relationships with the national and local politicacision-makers are needed in order for a firm

to survive and prosper. Finally, larger firms atead to have more bargaining power in the



negotiations with the owners of target firms, whodn reduce the acquisition premium that is

paid by the acquirer. Thus, summarizing the abogaraents we hypothesize:

Hypothesis 1: Sze increases the propensity of firmsto engage in acquisitions.

Financial slack. A firm’s internal financial resources are of pauiar relevance in the
context of emerging countries where firms have e@al dvith capital market segmentation and
large capital market imperfections. If a firm issbd in a country which is poorly integrated into
global financial markets, it cannot benefit fromeap external capital stemming from
international investors ready to diversify theirgmios or from the higher liquidity available on
the international financial markets. This lack ohding may raise the cost of external capital to
prohibitively high levels (Errunza & Miller, 2000Although many emerging countries have

attempted capital liberalization, it has remainadigpl at best (Francis, Hasan, & Sun, 2008).

Moreover, firms in emerging markets have more difies for obtaining external finance
due to information asymmetries between manager<apitial providers. In their seminal paper
Myers and Majluf (1984) show that information asyetries can lead to underinvestment when
a firm depends on external capital. These inforomagjaps between managers and external
capital providers are larger when the level of ldsgre of information is low, business
transactions are not transparent, or, for instapogperty rights are not clearly defined like in
emerging countries (Khanna & Palepu, 1997). In tamldi weak creditor and shareholder rights,
and a poor rule of law increase uncertainty and enedpital providers even more wary of
providing finance (La Porta, Lopez-de-Silanes, Béle& Vishny, 1998). Firms have therefore
less ability to grow in general and to acquire ofirens in particular. Internal financial resources

permit to overcome these financial hurdles. Inipaldr cash holdings are important since firms



can finance investments even when current perist-flaws are low. Liquidity thus serves as a
buffer (Harford, 1999). Therefore, acquisitions arere likely to be carried out when a firm has

higher liquidity. Hence, we hypothesize:

Hypothesis 2: Financial slack increases the propensity of firmsto engage in acquisitions.

Industry-level deter minants of acquisition behavior

The role of the external environment in the acdisidecisions of firms has traditionally
been studied through the lenses of the industrnghrmazation theory (e.g. Bain, 1959; Bain,
1968; Porter, 1981; Ravenscraft & Scherer, 19873. well-established that competitive context
is related to the propensity of firms to engagebwmundary spanning decisions, such as
acquisitions and divestitures (e.g. Hopkins, 19Rayenscraft & Scherer, 1987). The existing
research has also shown that the industry conmtegéeneral matters for acquisition behavior in
particular in connection with acquisition waves (hade, Mitchell, & Stafford, 2001; Harford,
2005; McNamara, Haleblian, & Dykes, 2008; Rhodesgfr Robinson, & Viswanathan, 2005;
Rhodes-Kropf & Viswanathan, 2004). Based on thas#irfgs, we predict that there should be

industry-specific determinants also for Russiamracquisition behavior.

Industry concentration. Industry concentration is one of the most commaised measures
of the competitiveness of an industry in the indakbrganization theory. The basic argument
regarding the relationship between industry come#ioh and acquisition behavior is that in
concentrated industries firms are able to accurautaire extensive resources for expansion and
acquisitions. On the other hand, concentration eddaces the availability of acquisition targets
and the motives for further consolidation (Huyghezb& Luypaert, 2010) when a fragmented

industry provides the acquirer opportunities forthHer consolidation. Reducing the number of
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firms in a fragmented industry should reduce coitipatand result into improved profitability
(e.g. Yin & Shanley, 2008). Acknowledging the eziste of these alternative explanations, we

view the resource accumulation explanation mornersain the Russian context and hypothesize:

Hypothesis 3: Industry concentration increases the propensity of firms to engage in acquisitions.

Industry growth rate. The growth rate of the industry could be positfivelated with the
likelihood of an acquisition. In fast-growing indues, mergers and acquisitions enable firms to
benefit from the expanding market and number oirfass opportunities available (e.g. Anand &
Delios, 2002). It could take too long for firms bwild a strong position and be operational
through organic growth, resulting in high foreggorefits (e.g. Hennart & Park, 1993). Firms
could engage in mergers and acquisitions in oraléndrease the speed to market entry and to

reduce market uncertainty.

It is also well-established that acquisitions téndaggregate on an industry level into
acquisition waves (e.g. Haleblian et al., 2009; wayl, 2002; McNamara et al., 2008; Shleifer
& Vishny, 2003). According to the dominating compgtneoclassical economics explanation,
aggregate acquisition behavior is driven by indusével regulatory and economic shocks
(Harford, 2005). While regulatory and economic #tsosave a tendency to lead into merger and
acquisition waves, they also tend to lead intoquisriof fast growth as exemplified, for example,

by the emergence of mobile telephony and intetredtriesulted into the dot com boom.

On the other hand, high growth rates may also redie pressure of firms to engage in
acquisitions in order to grow since growth targeda be met also through organic growth. For
example, Kim, Haleblian, and Finkelstein (2011)rfduhat when firms experienced low organic

growth they seemed to become desperate to growmghracquisitions even to the extent that

11



they ended up paying higher premia for their adgtors. Recognizing also the challenges
associated with managing high growth and acquisstisimultaneously, we hypothesize that in

the Russian context, high industry growth decrettse$ikelihood of acquisitions.

Hypothesis 4: Industry growth decreases the propensity of firmsto engage in acquisitions.

Institutional deter minants of acquisition behavior

We conclude by hypothesizing on the effects of igation on Russian firms’ acquisition
behavior. It is well established that investmengé&meral and acquisition behaviors in particular
are not only driven by firm-specific or industrytdeminants. They are also conditioned by the
institutional contexts in which firms are embeddgubbi et al., 2010; Lin et al., 2009;

Rodriguez, Uhlenbruck, & Eden, 2005; Wan & Hoskigs2003).

In a recent paper, Lin, Peng, Yang, and Sun (2088)ed out a comparative analysis of
the antecedents of mergers and acquisitions irJthieed States and in China. They examined
how the embeddedness in networks and learning dgsgrtayed out differently in the mergers
and acquisitions strategies of firms in differemstitutional contexts. We focus on the
institutional differences across different regiom&ussia similarly to Marquis and Huang (2010)
who analyzed differences in the institutional ctiodis of the different states in the United States

on the acquisition activity in the banking industry

Institutions can be defined as the “humanly devisedstraints that structure human
interactions” (North, 1994) forming both the formahd informal “rules of the game” that
determine economic outcomes. Ostrom (2005: 18ndsfrules as “shared understandings by
participants about enforced prescriptions concermiat actions (or outcomes) are required,
prohibited, or permitted”. The sociological pergper of institutions distinguishes institutions

12



into rule-based, normative, and cultural-cognitimstitutions (Scott, 1995). While regulatory
institutions refer to formally codified, enactedydaenforced laws, normative and cultural-
cognitive institutions refer to informal rules. Maative institutions manifest themselves in
standards or commercial conventions, while cogaitimes relate to the beliefs about expected

standards of behavior, typically learned througtiadonteractions.

While informal rules are not codified, they are gqated as legitimate and rules in force. In
contrast, formal institutions set the formal rutdsthe game, particularly concerning property
rights. Property rights related rules are partidylamportant since “what are traded on the
market are not, as it is often supposed by ecorieppiysical entities but the rights to perform
certain actions” (Coase, 1992). If property righte not well secured, expropriation by the
government or appropriation by rivals may resultilfgmson, 1991), inhibiting firms from
investments in assets in general and acquisitionzarticular. The economic literature on the
topic has found evidence that strong property sgbgimes enhance investment (Acemoglu &
Johnson, 2005; Barro, 2000). The security of priypeights not only affects the size of

investments, but also the efficiency of input adiban (Knack & Keefer, 1995).

The literature has largely omitted the role of mfial institutions in this context. Levitsky
and Helmke (2004) cite Della Porta and Vannuccd@t45) that I'n postwar Italy, for example,
norms of corruption were more powerful than the laws of the state: the latter could be violated
with impunity, while anyone who challenged the conventions of the illicit market would meet
with certain punishment.” Hence, informal institutions can provide stalyil{when the rule of
law is not functioning properly), encouraging intreents in general or acquisitions in particular.
Corruption can function as an informal institutibnt is rooted in “widely shared expectations

among citizens and public officials” (Levitsky & Heke, 2004: 351), or when it reinforces the
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state’s administrative hierarchies (Darden, 2008)he latter case, corruption can be understood
as the fulfillment of an informal contract, insteaflits violation. Darden points at two cases:
when grafts and embezzlements are accepted asdssalamies, and when leaders can use them

to exert informal pressure on their subordinates.

Corruption can be defined as government corruptieferring to the abuse (or misuse) of
public power for private benefits (Tanzi, 1998; eMibruck, Meyer, & Hitt, 2003), either by
bureaucrats or by politicians (Tanzi, 1998). Cotiup occurs when there is a demand for a
certain product and a public official can resttie amount of the good sold, such as permits, or
if he cannot restrict it, he can delay issuancéhete grants or impose additional requirements
(Shleifer & Vishny, 1993). The existence and patsenf corruption are hence determined by the

demand and supply of corrupt activities.

Although corruption is in general associated witoremic costs, the costs depend in
particular on the pervasiveness and arbitrarinéssoouption (Doh, Rodriguez, Uhlenbruck,
Collins, & Eden, 2003). The more pervasive, hertee higher the likelihood to encounter
corruption in normal interactions with state offils, the higher the costs. Also, the more
arbitrary or the more ambiguity in getting what veageed on, the higher the costs. If, however,
corruption is pervasive and non-arbitrary it cander certain conditions, also lead to a well
structured and stable corruption regime. It makesiness activities possible where otherwise
risks would have been too large. For instanceuption can smoothen the process if there are
government-imposed rigidities (Leff, 1964). Corioptcan also help firms internalize uncertain

environments (Doh et al., 2003; Rodriguez et &05).
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In the context of the market for corporate controlcertainty concerning ambiguous or
missing laws affecting acquisitions can be redudéoreover, private access to public officials
can ease access to information on asset ownelghifs and tax liabilities. Also, private access
to the political and judicial system can help rezlile risk of expropriation at a later stage.
Hence, an institutional environment characterizg@b intermingling of economic and political
elites supports expansionary strategies such assdoons. In this context acquisitions represent
not only devices for increasing the competitivenafsBrms, but also tools to raise the size of a

business and hence the base for rent extracti@wbgrs. Thus, we hypothesize:

Hypothesis 5: Corruption increases the propensity of firms to engage in acquisitions.

Systematic corruption, which is rooted in sharedeetations of citizens and government
officials, or which even serves as a state-buildmgchanism, can create stability, reduce
uncertainty and make firms acquire. Hence, corqpictices are more than an indicator of
formal institutional voids (e.g. Khanna & Palep@®97Y); they can form informal institutions. It
has been recognized that formal and informal usbihs are interdependent. When the rule of
law is strong, formal rules are of large relevaf©strom, 2005). However, it can also happen
that formal institutions are weak and no informatitutions are binding which would lead to
instability in the system (Levitsky & Helmke, 2004)herefore, when formal institutions are
poorly developed, informal institutions can help dieate stability and work as substitutes.

Corruption can thus be of help to deal with cumbers regulations, or create certainty in the
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uncertain market for corporate control. We arguat tihe effect of corruption is negatively

moderated by the strength of the rule of law inltheme region of the acquiring firm.

Hypothesis 6: The effect of corruption is weakened by the strength of the rule-of-law.

SAMPLE, METHODS, AND MEASURES

Sample. For the empirical analysis we used two firm-ledatabases called Zephir and
Ruslana that are both provided by Bureau Van Digphir records M&As around the world. It
relies on several different sources, including lstegchange commissions, trade publications,
law firms, surveys of investment banks, and sanhfddsing Zephir, we identified Russian firms
that have acquired target firms at home and abr&adglana contains information on the
financial statements of the universe of firms ledain Russia in the primary commodity,
manufacturing and service industries, includinghbptivate and public firms. Thus, Ruslana

provided us also with a group of non-acquiring 8rm

We selected a sample of acquiring and non-acquiriadium- and large-sized firms from
Ruslana for the period 2001-2008 omitting micro anaall-sized firms due to problems in the
reliability of accounting data and acquisition rgpa. Using the official EU definition we hence
only included firms that have at least 10 millionr& of turnover. Our final sample that has
exhaustive information on the explanatory varialaesilable consists of 1500 firms. We limited
our analysis to acquisitions where more than 50%efequity of a target firm was acquired in
order to ensure that the acquirer could actuaflyémce the target firm’s strategic decisions. We
also omit transactions reflecting internal restudcigs, e.g. state ownership transfers, since their

motives could differ from determinants that drivanslard acquisitions.
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In our sample, there were more than 350 acqui@vsr time, the number @fcquisitions

has grown. There was an annual average of 21 deaisthe period 2001-2004, but already 44
from 2005-2008. On average 40% of all acquisitionsur sample are of a horizontal nature (at
a 4-digit industry level; NACE Revision 1.1). Abod0D% of all deals took place within
manufacturing industries. Around 7% of the deal®ived acquirers from the natural resource
industry. Overall, acquisition sequences are ameasingly important phenomenon on the
Russian market for corporate control. Of the 35§uaers, 155 acquired at least two firms, while
56 acquired at least four firms. Some of the fidmagl up to 31 over the studied period. This
indicates that once a Russian firm decides to asgmomentum can lead into multiple
acquisitions. Cross-border acquisitions by Ruséians are still quite infrequent, however. In
total, 110 cross-border acquisitions by 61 firms iamcluded in our sample. The share of cross-
border acquisitions is on average 12%. Howevergtigalso an increase in international deals
over time. The annual average of deals increased # during 2001-2004 to 21 during 2005-

2008. Note that deals with targets in offshoreriizial centers, such as Cyprus, were excluded.

Methods. We started our empirical investigation by carrymg variance decomposition
analysis. It allowed us to estimate the relativeamtance of the three different levels of analysis,
the firm, industry, and region-level for explainiagquisition behavior. The outcome variable
takes the value 1 if the firmin regionj and industryk decides to acquire (and otherwise zero).
Overall, we obtained two different types of resulée decomposed the variance on both the
original logit scale and using a probability metfide latter method had the advantage that the
outcome can be compared with variance components&ar models (Wrighét al., 2005). See

the appendix for details.
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Then we proceeded to the multiple regression aeslj@ testing our specific hypotheses.
Our main dependent variable is the acquisition behaf Russian firms. We first examined the
determinants of whether a firm engages in acqarsstior not. In the second step we analyzed
acquisition behavior of the firm through the lensdsits stream of acquisitions. Hence, we
investigated whether a firm was an infrequent oiakacquirer, and, in more detail, whether the
firm acquired a target firm in the same industrynot, and whether these acquisitions were

carried out domestically or internationally.

For the decision to engage in acquisitions we edgchlogit models where the dependent
variable is a binary variable which takes the vadue if a firm has acquired at least one other
company in a given year, and otherwise zero. Atil@xatory variables were lagged by one year
since the decision to invest was taken before tiyeiaition was completed. This also allowed us
to avoid reverse causality. In all estimations, imeuded year dummies to account for time

effects. We also adjusted the standard errorsdwer firm clustering.

In order to examine the patterns of acquisitionavédr, we estimated three separate
multinomial logit models. We split the period ofadysis, 2001-2008, into two sub-periods,
2001-2004 and 2005-2008. For each sub-period weumea if a firm in at least one year carried
out either a horizontal and/or non-horizontal asdi@n, engaged in a domestic and/or cross-
border acquisition, or carried out infrequent orltiple acquisitions. We used this multiple year
set-up to evaluate merger and acquisitions stre@hesfirm-level explanatory variables are from
2000 and 2004 respectively in order to lag the axgtory variables by one period. Note that we
included a dummy for the second time period in bgressions. As before, we adjusted the

standard errors for parent firm clustering.

18



In the regression analysis we examined firm, inguahd region-level determinants of
acquisition behavior. We tested our hypothesessponding to these levels of aggregation. We
will next discuss how we defined our independerd aantrol variables on these three levels.
Firm-level analysis. At the firm level (source: Ruslana), our first @méndent variable is the size
of the firm (variableSze) measured as the natural logarithm of the salentee of the firm. To
capture the financial slack of a company we incltige liquidity ratio of the firm(variable
Liquidity Ratio) in the regressions. It is constructed by takimg atio of the difference between
current assets and inventories to current liabgditDue to potential outliers we trim the measure
at both ends, cutting off the largest and smaltest percent and transform it with a natural
logarithm. We control for other firm-level parametdound to affect acquisition behavior in
prior research. We first add the earnings befoter@st and taxes (EBIT) normalized with the
total assets of a firm as a measure for a firmdopmance (variabldreturn on Asset). More
profitable firms are expected to have more freehcews available that can be used for
acquisition making. High profitability may also ket the strong ownership advantages that the
firm possesses. Moreover, we account for the idiosgtic nature of the assets of a firm by
including the ratio of its intangible assets owealk assets (variablBechnology Intensity). Firms
with a larger ratio are expected to be more likelyacquire due to the difficulty to carry out
arms-length transactions on the market. As andfiner-level variable, the age of the firm
(variableFirm Age), which is measured as the number of years aifirim business transformed
with a natural logarithm, is included. Older firmere expected to have gained more
organizational knowledge. However, in the Russamext, older firms have often been formed

within the Soviet period and are therefore subjecstronger organizational rigidities affecting
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the type of strategic actions they take. Finaliyeg the importance of the state in Russia, we

control for state-ownership (varialfate-owned Firm).

Industry-level analysis. At the industry level (Source: Ruslana), we exanife
importance of two independent variables. The ingustoncentration is captured by the
Herfindahl-Hirschmann Index. Firms’ market shares (at a 4 industry digit; NAGEvision 1.1)
are squared and then summed up for each industryrder to test our hypothesis on industry
growth, we determine the (log) value of the indusgrowth rate (variabléndustry Growth). As
industry-level controls, we use the average valtigrofitability in the industry (variable
Industry Profitability). We also include a vector of industry dummiesgfcategories based on
NACE Revision 1.1) in order to control for permaheanobserved differences across industries
(e.g., industry regulation, technological spillas)erThis includes a dummy for the natural
resource industry. Natural resources are of largertance in the Russian economy. Results for
industry dummies are not reported. Note that agbastness check only we also estimate the
impact of the variabléndustry Sze (log value of total industry sales) on the acdigsibehavior

of a firm since this variable is highly correlatedh firm size.

Region-level analysis. Finally, at the region level, our independent ables ardregional
Corruption and Srength of the rule-of-law. The variableRegional Corruption (Source: Carnegie
Center, Moscow) is based on a rating given by lesglerts that analyze the interdependencies

between economic and political elites and the aenwe of corruption scandals within a regton.

! One main assumption is that the corruption regiageess Russian regions feature institutionalizeduption. Hence, corrupt practices are not
random and the effectiveness of these transactionst ambiguous. However, Da al. (2003) gives Russia a high score not only in the
dimension pervasiveness, but also arbitrarinessti&ir classification of Russia is based on survégrmation from 1998. Since Putin took

over power in 2000 the political system has charayed been stabilized. The situation seems to keecko Communist party rule before the
collapse of the Soviet Union in terms of arbitrags, used as an example of pervasive and nonaayhirruption by, for instance, Shleifer and
Vishny (1993), than the situation of the 1990s. &gsume that this is the case over all regions $idgeaia Rossia, the party of both Putin and
Medvedev has been strong in all regions over tlaesydReplacement of heads in the regions, whiclddwave led to a disruption of corruption

regimes, happened infrequently over this time pkrMoreover, although the Russian government hakuds the combat of corruption as a
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The measure is based on a score between 0 anddh wé rescale to obtain a measure ranged
between O (low corruption) and 1 (high corruptidiye measurétrength of the rule-of-law
(Source: expert.ru) as a proxy of the quality o tale of law in a region. It measures the
effectiveness of laws, in particular related to tmnditions to invest in different industries.
Different items of relevance are gathered and theighted by experts of Expert.ru, which then
leads to a ranking of the Russian regions. Our oreds this ranking, where the region with the

strongest rule-of-law is placed 1.

We control for several other characteristics of tegions (source: RosstafRegional
GDP measures the regional gross prodiRegional GDP per Capita measures the level of
market development and can be considered as a fooxthe capabilities in a region. Both
variables are expected to have a positive impaa brm’s acquisition activities. We also take
into account the growth in regional gross produRdg(onal GDP Growth), the intensity of
Research and Development (variaBegional R&D intensity) as a proxy for a region’s overall
level of capabilities, and international trade ndigy at the regional level (variabRegional
Trade Intensity). The two latter variables are constructed asatineunt of R&D spending and

the sum of exports and imports as a share of thesgegional product respectively.

major policy goal, there is both anecdotal andigtie4l evidence that the level of corruption hast decreased (Source: Transparency
International). Russia, in general, is a relativayrupt country, ranking 154th out of 178 on thrariparency International Index on corruption.
2 Due to data restriction, for corruption we usénaetinvariant measure which is based on the avei@mgthe years 2000-2004, and which we
apply over the whole estimation period.
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RESULTS

As the first step of our analyses we ran a varias®eomposition analysis in order to
examine how much of the variance in the acquisibiehavior is accounted for by the different

levels of aggregation (company, industry, and negio
[INSERT TABLE 1 AROUND HERE]

As expected on the basis of prior research, we tinad firm heterogeneity explains the
largest part of the variance in mergers and adipnsi. It accounts for 49% on the logit scale (or
63% on the probability scale) of the total variaegplained. We also observe that industries and
regions matter. They represent respectively 27%@6j2and 23% (15%) of the variance
explained. Hence, although the regions matter tless industries, the difference is not large.
This would suggest that omitting the sub-natiowahtion of a firm would lead to a misguided
understanding of acquisition patterns. In the Raussiontext, the importance of the regional
dimension can be explained by the low mobility abdr and the lack of an efficient

transportation infrastructure that would conneetdifferent regions.

When segmenting the sample period 2001-2008 irgawilo sub-periods 2001-2004 and
2005-2008 we find some evidence that in the lageiod firm-level heterogeneity plays a larger
role for explaining the variance of firm acquisttitbehavior than in the earlier period. Firms
would seem to start differentiating themselves fibeir peers in the second stage, possibly due

to increasing competition and the necessity to ldgvirm-specific competitive advantages.

% In general, since the variance in logit estimati@always fixed tat/3 on the first level, the level of explained
variance in the estimation of binary dependentaldés is generally lower than when using OLS fanticwious
dependent variables — in our case we also obsdowe explained variance.
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As the next step, we focused on the determinangcadisition behavior. Due to the high
correlation firm size and industry, on the one haattl regional GDP and regional GDP per
capita, on the other hand, we only include thesgabkes in separate regressions. We first
examine the determinants of acquisition making gnegal, before turning to the three

multinomial logit regressions. The results of cegression analyses are shown in Table 2.
[INSERT TABLE 2 AROUND HERE]

On the firm level we find support for our hypothedhat firm-level resources matter
among Russian acquirers. Firm size increases thgepsity of firms to engage in acquisitions
(Hypothesis 1). We also validate the HypothesiacZording to which financial slack increases
the propensity of firms to engage in acquisitioAs. shown in Table 2, Models 1-6, these
findings are very robust across the different regiens specifications. Thus, consistent with
prior research on developed market firms, size fanancial resources represent important

determinants of acquisition behavior also amongrgimg market firms.

Our control variables provide further insights intiee firm-specific determinants of
acquisitions. Intangibility of assets and state emhip are both insignificant, suggesting that
they have no relevance for acquisition making, arehambiguous effects on different types of
acquisitions. As expectedrirm Age has a positive sign and is robustly significardliferent
from zero. The longevity of the firm could mattésr instance, due to accumulated experience
and capabilities, existence of relationships bower time with the different stakeholders
operating in the industry, or a higher legitimacyl gerceived reliability that could facilitate the

access to resources.
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In contrast to the firm level analysis, we find sammat weaker support for our two
industry level hypotheses. Contrary to our preditin Hypothesis 3, industry concentration has
an insignificant effect. This could be explainedtbg two competing lines of reasoning that we
provided when setting up our hypothesis. The pasitorces could be outweighed by negative
ones. Nevertheless, in Table 2, Models 3-6 prosiggport for the hypothesis 4. Lower industry
growth seems to induce more acquisition activispamong Russian firms.

On the regional level we find evidence that thas@economic institutional environment is
a strong predictor of the acquisition behaviorighg. In support of our Hypothesis 5, we find
that higher corruption in a region indeed is arggrpredictor of acquisition activity. Hence, an
environment characterized by an intermingling obremmic and political elites supports
expansionary strategies such as acquisitions. @islighted in the theory section this outcome
needs to be considered in the context of an engrgaonomy, where legal frameworks for

acquisitions are poorly developed and the rul@wfik insufficient (Radygin, 2010).

Finally, we predicted the role of corruption toerisvith a decreasing reliability of a
region’s rule-of-law (Hypothesis 6). Therefore, particular in a regional environment where
formal institutions do not manage to provide a lstand reliable business framework, corrupt
practices are expected to be ways of reducing tregulincertainties, accepted by managers,
bureaucrats, politicians, and lawyers. These infbrmmles then structure business dealings. We
tested this effect by entering an interaction tbéetween the legal risks in a region and its level
of corruption (Table 2, Model 6). As predicted,sthnteraction effect is positive and provides

support for Hypothesis 6.
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Overall, we find support for our hypotheses witle tbxception of our hypothesis on
industry concentration (Hypothesis 3). In particu&afirm’s resource endowment and the socio-
institutional regime of a region seem to matterdoquisition activities. To obtain more detailed
insights into the causal relationship between arables of interest and acquisition behavior,
we further examined the explanatory power of odlependent variables for different types of
acquisition patterns. We examined whether a firrs s infrequent acquirer or a serial acquirer
that engaged in multiple acquisitions (our threghof determining this was 4 acquisitions
consistent with prior research). Moreover, we exadiwhether a firm acquired its target firm in
the same industry and/or from different industaesl whether these acquisitions were domestic

or cross-border acquisitions. The results of thegeer analyses are shown in Table 3.

[INSERT TABLE 3 AROUND HERE]

As shown in Table 3, our results remain consiséegnat no differentiating patterns can be
detected with our main measures of a firm’s resmaiftirm size or liquidity) across the different
types of acquisition patterns. Of the firm-levehtol variables, the results regardiRgm Age
differ across the different types of acquisitiorh&eors. It is only significant for domestic
acquisitions and for non-horizontal ones. Thusngirthat have obtained a long experience of
working within one industry would appear to be moaafident in taking the risk of venturing
into a new industry. Moreover, the local networkttfirms have developed over time would
only seem to matter for domestic acquisitions. Astler interesting finding regarding the firm-
level control variablestate ownership is related to the likelihood that a firm acquisdsroad.
Thus, it would seem that political relations thrbustate ownership may help firms in their

endeavors to obtain government support for ventaioesad.
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Our analysis of the different types of acquisiti@haviors also confirms the robustness of
our results regarding industry-level determinaWgh respect to the regional level variables, we
find that strength of the rule-of-law of an acqtisehome region matters for cross-border
acquisitions, but not for the decision to acquiemestically. We find this finding quite
intuitively appealing. The lower the strength oé ttule of law in a particular region, the more

likely a firm will seek to invest abroad.

When we then interact the level of corruption webal risks for the different acquisition
patterns in order to capture the substitutive éftédcinformal institutions, we notice that the
interaction effect is of relevance for all othegasition decisions, but not in connection with
cross-border acquisitions. Hence, the substitutile of informal institutions no longer holds in

this case, suggesting that capital flight mighed be of relevance.

Overall, the level of corruption influences not yrdomestic, but also cross-border
acquisitions. The largest share of the cross-boadguisitions in our sample took place in
countries that form part of the Commonwealth ofelpendent States (CIS) (around 45%hese
countries have similar institutional settings —témms of the formal as well as the informal
institutional environments. The similarity of theorhe context would seem to provide a
competitive advantage for Russian firms, causirggnttio seek investments in those countries.
For instance, Russian firms may possess a highgacitg to identify the key local political
actors and better understand their preferencedSn(€g. Holburn & Zelner, 2010) or be more

able to adapt their political strategies to theal@ontext.

4 CIS countries include Azerbaijan, Armenia, BelarGeorgia, Kazakhstan, Kyrgyzstan, Moldova, Tafikis Turkmenistan, Uzbekistan and
Ukraine.
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Finally, we were surprised to note that the inteomal trade intensity has the opposite
effect on the likelihood to engage in internatiom&quisitions than on all other aspects of
acquisition behavior. While international trade anregion may help Russian companies to
participate in the international market of corperabntrol, the activity of international entrants
may also preempt some of the business opporturigésre local firms are able to build their

own international expansion capabilities.

DISCUSSION AND CONCLUSIONS

Contributionsto Theory and Research

Acquisitions by Emerging Market Firms. We contribute to the recent research on the
antecedents and consequences of acquisitions bygiexmenarket firms (Aybar & Ficici, 2009;
Elango & Pattnaik, 2011; Gubbi et al., 2010; Kun®009; Lin et al., 2009). This research has
contributed to highlighting the importance of tHeepomenon and in starting the debate whether
emerging market firms outperform developed marketd in their acquisition performance. In
order to go beyond the question and the endogeoeitgerns associated with it, we focused on

the antecedents of emerging market firms’ acqoisibiehavior.

To our knowledge, there are only two recent papeas have taken a relatively similar
approach that we took in our analyses. lan al. (2009) found that learning and the
embeddedness in interfirm networks as a drivercqtisitions play a larger role for acquisition-
making in China than in the US. Elango and Pattn@®11) studied 175 international
acquisitions by Indian firms during 2000-2006 irder to understand how emerging market
firms develop competencies that are required fernkernationalization of firms. We deepen the
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existing understanding of the antecedents of attguis by emerging market firms further by
providing a multi-layered analysis of the firm, usdry, and region level determinants of

acquisition behavior.

Contrary to Elango and Pattnaik’s (2011) resultshennegative effects of relative market
power and consistent with the other acquisitioerditure (Haleblian et al., 2009), we find that
firm size increases a firm’'s propensity to engageacquisitions. Moreover, our results are
consistent with lyer and Miller's (2008) findings the effects of financial slack on acquisitions
by developed market firms. Finally, in line withetmesults of Kim, Haleblian, and Finkelstein

(2011), we find support for the possible existeoicgrowth desperation in our sample.

Institutional context. The most novel and to some extent also the mtesteisting findings
of our study are, however, related to the role ke tegional variables and their effects on
Russian firms’ acquisition behavior. Based on var@éadecomposition analysis, we find that the
home region of the firm plays a major role in itgjaisition behavior. One explanation for this
could be that different regions have specialization different kinds of firms and industries.
This specialization effect, however, would be ingd in the variance explained on the firm and
industry levels of analysis. Another explanatiomldobe that, since the firms that we study are
still at such an early stage on their paths to tecserial acquirers, the influences that these
firms get from their (region and industry) enviroemh play a more important role than in
connection with developed market firms. These arnged more by their own historical
capability accumulation. As illustrated in Figureohe could hypothesize the role of the regional
and industry level antecedents to play a largex ablthe beginning of such an evolutionary path

before the firms have had the possibility to acclateufirm-specific capabilities for themselves.

28



[INSERT FIGURE 1 AROUND HERE]

When analyzing the region-level determinants ofu&ition behavior further through
multiple regression analysis, we find a very strefigct between the level of corruption in a
region and the tendency of firms to engage in a&tgom behavior. This provides support for the
institutional theory prediction that the socio-itigional context plays an important role in firms’
acquisition behavior (Lin et al., 2009; Marquis &#&hg, 2010). One could suggest several
possible reasons why the corruption in a firm’s boregion would be associated with higher

acquisition behavior.

One possibility would be that it enables higherfipmbility for the firms engaging in
corrupt practices as they may be able to avoid smnstraints that other firms face. Even if this
was the case, we control for the firm-level slaekasately in our analyses. If corruption would
lead to on average higher profitability for firnmsthe more corrupt regions, our measure of slack
should be able to control for the effect alreadytlom firm-level. Thus, it is unlikely that higher

profitability is the driver of our results regardinorruption.

Another possibility would be that being engagedarrupt practices in their home contexts
provides firms with stability that then enablesnth®d engage in acquisitions. Without a strong
rule-of-law framework around them, successful firinsregions with the highest rates of
corruption learn to establish strong confidentehtionships with the key stakeholders around
them. This kind of informal institution providesetin a compensating security network and helps
reduce the external uncertainty that could othexvaibvays threaten the existence of the firm
without strong, enforceable laws and regulationsetg on. Having such higher security would

then enable firms from the regions with higher gption to more safely engage in acquisitions.
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A third possible explanation would be that firmsrfr regions with higher levels of
corruption develop distinctive capabilities to death corruption and as they expand outside
their regions through acquisitions they are bedtde to deal with uncertain environments. For a
firm originating from regions with lower levels abrruption it would be probably harder to
expand to a region with higher levels of corruptiyan vice versa. Supporting this line of
reasoning, Holburn and Zelner (2010) found thahgircan develop political capabilities on the
basis of their home country conditions that camtalso help them to expand abroad to countries

characterized by similar kinds of conditions.

Finally, the higher likelihood to acquire when theés higher corruption or poorer rule of
law could also be a result of criminal activitiesparticular raiders that force firm owners td sel
their assets to them. They could corrupt bureasiciatluding the police, and judges in order to
make these activities seem legal. Forced takeowers a frequent phenomenon in Russia in
particular in the 1990s. However, when entering &entrol the level of regional criminal risk
(Source: Expert.ru) — not reported in the tabldhis- variable takes on a negative sign. Hence,
the larger the criminal risk (including economiait lalso organized or petty crime) in a region,

the less likely are acquisitions to happen.

As a whole we contribute to an improved understagdif the role of the institutional
context for acquisition behavior. Our findings plalathe findings made by Peng (2003) who
argued that the transition from a previously plaht® a market based economy might explain
the relevance of networks as opposed to formalsrude models transition as a two phase
process. The earlier stages feature weak institsitaond rely on relationship-based transactions
and bureaucratic rule. During the later ones then&b institutional environment improves and

firms can rely on established formal rules.
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Directions for Future Research

While our findings provide interesting new insigito the behaviors of emerging market
firms, they would also seem to raise additionalstjoas for future research. In particular, the
strong role of the region raises interesting qoestregarding the role of the initial resource and
capability endowments of firms and how they ovenetibecome firm-specific histories of
capability accumulation. This would be an importardcess to study further in connection with
similar institutional transitions where firms stal¢veloping capabilities on a relatively “clean
sheet”. Possible questions for such future reseamtld include: At what point firm-level
characteristics start explaining the observed atiipm behavior? How long does it take before

the role of regional determinants of acquisitiohdgor diminishes?

Another set of key questions for future researdates to the role of corruption in
emerging economies. While we identified four alégive reasons why corruption would affect a
firm’s acquisition behavior, our data on Russiam§ provides some evidence that the effect is
most likely to be driven by the increasing stapititat corruption provides for the home context
and the distinctive capabilities that firms devetogleal with corruption. Future research would

be needed to develop a deeper understanding oédisens.

Finally, in contrast to most of the prior studies @emerging market multinationals that
have focused on China and India our study is fatuse Russian firms. While this has the
benefit of extending the existing research to caleo other home country contexts, it also raises
issues of generalizability. In particular, our Kayding relating to corruption may be to some
extent Russia-specific because the salience andenat corruption tend to differ in a significant

manner across the countries commonly categorizethasging markets.
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Table 1: Variance decomposition analysis

Logit Scale Predicted values - Probability scale
Share of Share of Share of
Variance Chi-squared test  explained total explained Share of total
component (p-value) variance variance variance variance

2001-2008 yearly

Firm 0.85 2059 (<0.001) 49% 17% 63% 7%
Region 0.40 396 (<0.001) 23% 8% 15% 2%
Industry 0.47 305 (<0.001) 27% 9% 22% 3%
Overall prevalence* 6%

2001-2004 yearly

Firm 0.72 606 (>0.500) 45% 15% 63% 5%
Region 0.52 176 (<0.001) 33% 11% 21% 2%
Industry 0.35 345 (<0.001) 22% 7% 16% 1%
Overall prevalence* 3%

2005-2008 yearly

Firm 0.94 1582 (<0.001) 52% 18% 63% 9%
Region 0.41 281 (<0.001) 23% 8% 16% 2%
Industry 0.45 257 (<0.001) 25% 9% 21% 3%
Overall prevalence* 8%

* Overall prevalence only available for the probability scale

Figure 1. The relevance of firm specific characteristics over time. The boxes marked with lighter color represent
weaker influences on acquisition behavior than the boxes marked with darker color

Regional
characteristics

Acquisition Acquisition

behavior t; behavior t;

Industry
characteristics
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Table 2: Regression analysisresults

Wariables (12 3 5] ] 1] 1)1
Return on Asset -0.398 -0.614 -0.674 -0.679 -0.653 -0.654
0.563) 0.578) (0.584) (0.588) (0.584) 0.591)
(Log) Size 08697 05407 04627 0507 04647 0.4577
0.0508) (@Q.O575) (0.0552 (00661 (0.0552) (0.0559)
(Log) Liquidity R atio 0.262% 0264 0.2z28% 0.238% 0.226% 0.215%
0.103) (0.0833) (0.101) (0.0 (0.1007 (0.101)
(Log) Firm Age 01677 0.0950 01987 0205 0197 0. 2067
00635 O0662) 00715 o714 0.0712) (0.0735)
Technalagy Intensity 2092 1.754 1255 1.485 1.353 1227
[2.048) [2.031) [2.053) [2.087) [2.049) [2.155)
State-omned Firm -0.181 -0.159 -0.188 0172 -0.187 -0.200
0.151) 0.168) 0.176) 0.178) 0.175) 0.178)
HerfindahbtHirschmann Inde:x 0.550 0280 0.4a3 0.2a8 0.2a2
(0.286) (0.259) 0.cHE) (0.288) 0282
Industry Profitabiliby 0. 1767 0.1287 01287 0.1287 0.121
0.05878) o740 0.0741) (00736 0.0771)
(Log) Ind ustry Growth -0.0515 007067 00674 -0.0690°7 007027
0.0341)  0.0345) 0.0351  (0.03245) (0.0347)
Regional GDFP Growth -0.00857  -0.00832 -0.00564 -0.00590
(0.00802) (0.00203) (00078283 (0.00821)
Regional GDF 0.1507 0.1397 0.0351
0.0724 (0.0732) (0.0705)
Regional RE&D Intensity 01167 0.104 0.148% 0.0428
0.0644  (D.O650)  (0.0594) (006685
Regional Trade Intensity -0.268 -0.260 -0.268 -0.311
(0.296) 0.297) (0.2907 (0.3007
Regional Carruption el T T [ | R T 1 -1.621
(0.73<) 0.728) (0.728) [1.451)
Strength of the Rule-oflaw 00167 001165 0.0116%"  -0.04057
(0.00344)  0.00340% (0.00320% (004133
(Laog)industry Size 013
[0.055<)
Regional zDF per Capita 02427
(0.124)
Regional Carruption ™ Strength ofthe Rule-of-law 0.107===
(0.0281)
Constant -8.9357  .9.408™F 11807 A0.207F 1. 787F AT
(0.5245) (0.682) (0.853) (0.988) [1.207) [1.053)
Obsenations 2000 2000 2000 2000 2000 2000
Loglkelihood -1398 -1367 -1302 -1300 -1302 -1283
Pzeudo RZ 0.134 0.153 0.194 0.195 0.194 0.199

Robuststandard errors in parentheses, ** p <2001, p=20.05, ¥ p<0.1
Estimatio ns include wear and industry dummies. Standard errors are adjusted for parent firm clustering.
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Table 3: Type of acquisitions and acquirers

Horizontal Mon-Horizontal Horiz. & Mon-Horiz. Domestic International Dom. & Inter. Infrequent  Serial

Acqguisitions  Acguisitions Acquisitions Acqguisitions Acquisitions  Acquisitions  Acquirers Acguirers
Vatiables ] () (3 2] &) (5] )] 1]
Return on Asset -0.461 0.0137 1.422 0.273 -1.893 2357 0.0402 -0.520
(1.274) 0.789) (1.544) (0.654) (3.065) (2.042 (0.640) (1.658)
(Log) Size 0.579 0.445+ 0675 0.468+ 0.840% 0.7 0441 09437
0.121) (0.0893) (0.160) (0.0775) (0.255) (0.244) 00761 (0.202)
(Log) Liguidity Ratio 0.278 0.201 0.551% 0.234% 0.762% 1.8437 0257+ 08817
(0.252) (0.145) (0.304) 0121 (0.461) {0.353) {0.122) (0.343)
(Log) Firm Age 0.0450 0241+ 0232 0216+ 0218 0.219 0.237=  -0.0302
(0.128) (0.0993) 0.212) 0.0779) (0.256) 0.237) [0.0759)  ([0.188)
Technology Intensity 2105+ -3.665 13.55% 5453 =230 -28.68 5.894 0213
{4.140) {8.028) (7.955) (3.74B) {30.10) (46.08) (3.774) (17.80)
State-owned Firm 0.677 0447+ -0.398 0.155 1.742% -0.993 0.304 -0.666
(0.428) 0221 0.553) 0152 (0.563) 0777 0187 (0.628)
Herfindahl-Hirschrnann Index -0.897 0.00501 1.365 0.424 -2.530 0.250 0837 -0.182
(1.159) (0.556) (0.843) (0.502) (1.792) (1.050) (0.483) (1.300)
(Lag) Industry Size 0287 -0.00883 0.3237 0.109 -0.910m 0128 -0.145% 0.241
0.159) (0.105) 0153 (0.0856) (0.335) 0.3589 L.0s77 019
Industry Profitability 2633 0.431 -1.897 0.0887 -1.323 5,395 0.256 0.7&2
(2.274) (1.230) (2.081) (1.034) (2.585) (2.071) (1.022) (1.949
{Log) Industry Growth -0.0726 -0.0828 0.255* -0.0868 -0.0198 0.390+* -0.0681 0167
0.115) (0.0692 0,142 (0.06532) 0.143) (0.126) L.os1s 0N
Regional GOP Growth 0.0451 -0.06576" 0.138 -0.00323 0.0602 00784 000273 -0.0759
(0.0653) (0.0395) (0.106) (0.0322) (0.139) (0.226) 00310 0134
(Log) Regional GOP 0.0337 0.605" 0.0345 0.358+ -0.131 0.413 0312+ 0.426
0.219) 0.211) (0.343) 0.142) (0.333) (0.950) {0.136) (0.461)
Regional R&D Intensity 0.300+ 0.0114 0.163 0.00153 0.609% 00372 0.0205 0.0255
{0.118) 0.0727) (0.202) (0.0817) (0.204) (0.304) [0.0e01)  [0.233)
Regional Trade Intensity 0.0722 -1.944% -0.592 -1.733 0.366™ -0.584 -1.081 -1.401
{0.409) {1.155) {1.007) {0.725) 0.142) {1.241) {0.708) {1.526)
Regional Corruption g.235+ 1.803% 4.075% 2058+ 9.049+ 4.360 22800 LE2om
(1.778) (1.017) (2.405) (0.825) (3637 5.142) 0.843) (2.556)
Strength of the Rule-of-law 0.00531 0.00318% 00317 0.00564 0.0318= 0.0e527* 0.00764%  0.0225
(0.0036) {0.00466) 0.0130 [0.004143  [©.0114) (0.0326) (0.00425) (0.00913)
Time Period 2005-2008 0.226 a7 16437 0.7a7= -0.0223 1.356™ 0.gez™  1841™
.31 0.217) 0.537) 0.184) (0.636) 0.651) 0.181) 0.543)
Constant -12.03 -13.18™ -16.137 S10.27 1504 2501 ooz 20037
(1.978) (1.555) (2659 (1.128) (2.9200 (4.326) (1123 (2.654)
Obiseryations 2277 2477 2277 2277 2477 el 2477 2477
Lo glikelihood 770 -7ar.0 770 -754.3 743 -754.3 -746.2 7462
Bseudo RO 0200 0200 0200 0250 0230 0250 0207 0207

Robust standard errarsin parentheses, ™ p=<0.01, ™ p=0.05," p<0.1. The base category for the multinamial legit regressions is no acquisition.
Estimations include year and industry dummies. Standard errors are adjusted for parentfirm clustering.
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Appendix 1. Variance Decomposition Analysis

We carry out a variance decomposition analysisaptwre the relevance of the three different lewls
analysis, the firm-, industry-, and region-level; &cquisition making.

Here, the outcome variable ig;y, taking on the value 1 if firmin regionj and industryk decides to acquire
(otherwise zero). It has the conditional distribati

Y ~ Bernoulli (noijk‘ﬂijk’gi ,,uk)

:Bijk ’61 uuk)’
while mrefers to the 1,...M acquisition periods, nested within firrsl, ... njk, nested within cells cross-classified
byj=1,...J regions and=1,... K industries.

The probability is conditional on a cross-classifieested set of random coefficier(lwoijk

We estimate the following model (combined model)

log T =a+ By + 0+,
1_ ﬂOle

At the lowest level of estimation the log-odds riteis used, but estimations at all other levelsx(firegion,
and industry) are linear estimations. The expeuetddes of the random effects ajEetﬁ”kJ: ElHjJ: E[,Uk] =0 and

the variances arga ,Bijk]=02, val{ej]:ggz, and Var[/jk]:a'fl. It is assumed that the random effects across
different levels and different clusters in the sdewel are not correlated (e.g., Guo and Zhao, 000

Using HLM7 software we obtain the fixed effeat, the variancesﬂé , JS, 0, and the variance

y7
componentsrﬂz, rj, I‘; for each random effect. This allows us to calauldie relative importance of each level

for explaining the acquisition behaviour, hence share of the total variance that each level (firegion and
industry) explains. Since calculations on the fiesel involve a logit transformation, we providesults first, on the
logit scale, and, second, using a probability neetfior the latter we apply methods by Goldstein Radbash
(1996) and Wrightt al. (2005). This method has the advantage that theomé can be compared with variance
components for linear models (Wrigtttal., 2005).

To obtain the explained variance on the logit scele take account of the fact that there is noavere
component for level 1. In logit estimations it ikvays fixed toTr/3= 3.29 — since both coefficients and error
variance cannot be estimated at the same timeowioly Snijders and Bosker (1999) we therefore dateuthe
intra-class correlation coefficients, or variance explained by each level, as

2

ST N rg ’ re
2 2 2 6~ 2 2 2 u
rﬂ+r5+ry+329; rp+ro +1, +329.

r

pﬁ == 2 2
r, +ry +r;+329

To transform the explained variance to the prolitghsicale we follow Goldstein and Rasbash (1996) an
Wright et al. (2005). In a first step we use the estimated nageof the three random effects in the logit scale
the value of the intercept from the hierarchicagjistic regression to simulate three sets of obsiens& We simulate
1000 region values, normally distributed with m@mnd the variance of the regional random effe@00 industry
values, normally distributed with mean 0, and theiance of the industry random effect; and 27,000 ¥alues,
normally distributed with mean 0, and the varian€¢he firm random effect. We expand the region ardlistry
datasets 27 times, and then randomly assign regidrindustry values to firms. Hence, in each regiod industry
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we have 27 firms.In a second step we use these simulated valuesltulate the predicted probabilitiei%)ijk of
carrying out an acquisition per firm

“ exp(a+ﬂijk+9j+tuk)

.. =
O 1+ expla + By +0, + )

In a third step we calculate the total variance eaidance components of these predicted values.tdtaé
variance is calculated as a standard binary vagianc

Va'(ﬁbijk) = p(l— p)’ while p= %z ﬁOijk )
=

The variance components of firm, region, and ingusffects we obtain by estimating a two-level sros
classified model in HLM7 using the simulated valyésm, region, industry level). The intra-classriegation

coefficients for the predicted valuﬁ§,, or variance explained by each level is then
2 2

2
— M'op — Moo — Mou

pp[)’ - ~ Iopﬁ - ~ ppy - ~
Var(ﬂ'o”-k j va ﬂOijk Var‘ﬂouk ) .
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